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Abstract

The problemof segmentation (splitting the signal into specifienes, segments) of the cyclic random process a
segmental structure is being described.

There have beemtroduced several approaches to solving the proldérsegmenting the cyclic random process
particular, they include cyclic and periodic pdijisstationary random processes. Examples of segngesimulated and re
signals are also provided.

The resilts can be used in automated processing systaagn(bis and prognosis) of electrocardiosignalslicgconomir
processes, gas and energy consumption procesagspdiics of the topographic surface of modern rzdse
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Introduction heart reduction (Figure 1). Sometimes there can be

The existence of various oscillation phenomenalentified a more detailed segmental structure iwith
and cyclical signals in many areas of science arehch cycle, like in cardiac signals. In medicalcfice
technology determines the relevance of their madeli these segments are P, R, S, T zones (Figure 1).
analysis and processing. There arises a probletmeaf Methods for determining a segmental structure
splitting into certain characteristic segments &xnn (methods of segmentation) of cyclic signals areebas
areas) during the analysis of cyclical signals. lon specific information about the characteristids o
particular, the problems of cycle signal segmeoiati certain segments (zones) and they are not universal
occur during morphological analysis of cardiac algn That is why it is necessary to use or develop some
[1], analysis of heart rate byardiointervalogram [1], methods for different types of cyclic signals asréh
which is obtained during the periods of rest andoes not exist any unified approach to segmenting
exercises. In addition, segmentation problems occuayclic random processes. For example, the work [1]
while processing cyclical economic processes [2k g describes the method of electrocardiosignal (ECS)
consumption and energy consumption processexgmentation, which is based on the idea of idgngf
multiple cracking processes [3], voice signals,. etcandom process distortion. The works that deal with
Information on cyclical, segmental (zone) structofe problems of the partially stationary random process
the signal let us choose the sampling step [4ksasthe segmentation [10—12] contain results, which candel
rhythmic structure (determine the function of rhgdhof  and distributed in segmentation tasks of varioudicy
the signal [5], make an analysis, statistical pssg® signals for solving the problem of constructing a
and modeling [6-9]. generalized methodology of cyclic random processes

According to studies [8, 9] the cyclical functionsegmentation.
has a segmental structure where a cycle is thedarg This work deals with formulation and justification
segment (the example of a cyclical signal is shamvn of the problem of a cyclic signal segmentation hie t
Figure 1). During this approach the structure anffames of the model of a cyclic random process with
sequence of similar segments (zones) in each ©fcle segmental structure, and also approaches to ilicol
the studied signal is considered to be preservechise
this structure is caused by the deployment in tfnhe Mathematical models of cyclic signals
cyclical oscillation phenomena, including the prexef The problem of cyclical signals segmentation can
be correctly formulated and solved only on conditio
that there is a clear mathematical model of a cycli
signal and the concept of a signal segment (cgclee)
has a clear definition. In order to set the problem
segmenting cyclical signals within the stochastic

* Corresponding author:
iaroslav.lytvynenko@gmail.com

© 2016, lvano-Frankivsk National Technical approach we can define the cyclic random process as
University of Oil and Gas. mathematical model of a cyclic signal, and the icycl
All rights reserved. random process with a segmental structure (zone tim

structure). It should be noted that the term
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Figure 1 — Implementation of the electrocardiosignbwith a description of its segmental structure

"zone-temporal structure” can be found in some Fy (Xseeor Xpslyseen i) =

scientific works due to the specific applicatiorear— ‘

cardiometry. We apply the term "a segmental strettu = Fr, (e +T(4,0),04 +T(45m)), - (3)
in this work as this concept covers and summaiizes Xy Xplpseent, OR,nOZ, KON .

concepts of a cycle and zone. At the stage of | h ds. th i q :
segmentation, when broken signal segments are not n other words, the cyclic random process Is a
identified as belonging to the cycle or zone, thaye a stochastic process, which distribution functionse ar
generic name — "a segment” ' invariant by the setoff time arguments to the cable
Definition 1.A separable random proceé§w), cyc.lic transformations I ={Tn(.t) =T(t,n)+t,n DZ_} ;
w0Q. tOR s called a cyclic random process of théNhICh are completely determined by the function of
rhythm T'(z,n). If T(t,n)=nT, T= const >0, we
have a random cyclic process with a stable rhythra o
stochasticT — periodic process. Ifl'(t, n)¢ nT, we
have a random cyclic process with a variable rhythm
and (@ +T (4.n)), & +T(6.n),..., Before defining a subclass of a cyclic random
é(wity, +T(zk,n)), n0Z, Where{tlrtzf'“?tk} is a set process — a cyclic random process with a time-zone

. structure (segmental structure), we give the didimiof
of separability of the proces§(w.).w0Q.tOR, are  _'anqom process with time-zone structure introdtce

stochastically equivalent in a broad sense if ieteg [14].

continuous argument, if there is a functii{s,n) that

satisfies the conditions (1) and (2) of the rhytiumction
that finite vectors {(awy), é&(wty),..., &(awty))

kKON [13, 14]. Definition 2. Let us have the vectoV of the

The function of rhythmT(z,n) determines the random processes defined in the same probabil#gesp
variation of time intervals between the single-ghas = (a)t): {'(a)t) i=LN, w0Q, tOR! (4)
values in its various cycles. o e o ’

The function T'(#,n) must satisfy the following o
and non-random partitiorDy ={Wi,i = I,N} of the

properties:
a) T (t,n) >0, if n>0 (T (1) <); domain R, with which indicator  functions
b) T (1.n) =0, if n=0; )

{IW_ (1), i=l,N} are associated and defined
) T(t,n)<0,if n<0, tOR. ’

For anys OR andt OR, for which 4 <t,, for
the function T'(z,n) the following strict inequality is I (s _{1’ tOW; (5)
b d: ST
observe 0, tOW,, i=1LN.
Besides, the temporary subdomains (half-intervals)
W, =[ti 1 ,,) satisfy the following conditions:

according to the following expression

T(t,n)+t, <T(t,,n)+t,,0n0Z . 2

The function T'(z,n) is the smallest by the

absolute vaIue(|T(z,n)|s|Ty(t,n)|) among all such N

UW, =R, W, 20, W(W, =0,
i=l

functions{Ty(t,n)} ,yaTI', which satisfy (1) and (2).

The cyclic random process of the continuous S
argument is characterized by the fact that the eagre Oi#j, i,j=LN . (6)
distribution functions satisfy the following equati
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Then a random process that is shown by they (1) is the indicator function of then-th cycle

construction as foIIows
equal to

E(a),t)zz.{[(a),z)lw (1), wOQ, tOR, (7) / _[L:OwW,,
. = . w, ()= 0,/0W, .
is called a random process with a segmental (zone) "

structure of N Segments (Zones)_ The domainSWm of the indicator function of the

It should be noted that a random process (7) with a -th cycle of the process are defined by the half-
segmental (zone-temporal) structure can be pregsémte intervals

the following form:N Wi, = [t tma) » (16)
é(wr)=> ¢ (wt), wDQ,tOR, (8) Where 1, is a moment of the beginning of the: -th
i=l cycle of the process.

- e ) A cyclic random process can be presented in the
where {& (w1?), i=LN, wOQ, tOR} is a set of following form:

(15)

. N
stocha~st|c processes, equal to: E(a),t) = Z ngj (wt) wlQ,t0OR, (17)
¢ (wi)=¢&(wi)Iy (1), wOQ, tOR. 9) mCZ j=1
where &, (),:0W,, is the j-th zone in themth
cycle of a random process equal to:

The components{fi(w,z), i=LLN, w0Q, tDR}
of construction (8) and the components Ctmj(“)’t)=<r(“’-t)|wmj (t)zfm(w't)lwmj t).

o (18)
{gﬁ(a),t), i=LN, w0Q, tDR} of construction (7) miZ, j=LN.wbe, tOR;
Iy (¢) is the indicator function of the-th zone in

are intercombined by the following correlations:
m -th cycle equal to:

5 Nwt), tOW,,

‘("(w’t):{i(m)uw - (10) Iy (f)= {“DW"”’ (19)

) i 10 Wm,

- 0,10W,,.
i=LN, wUQ, tOR The domainsW,,; of the indicator function of the
or, analogously j -th zone in them - th cycle of the process are defined

& (at) =& (ar) Iy (1), 1) by the half-interval

i=1LN, w0Q, (OR. Wiy =t jitm 1) (20)

That is, corresponding -th components at the wWhere b, j is the reference point of the-th zone in the
respectivei -th setsR\W, are identically equal to zero y; -the cycle of the process.

in construction (8). A random process (14), corresponding to theth
The distribution functions of a random process (8ycle, is combined with (18), which correspondshe
have a structure similar to that of the distribntio j-th zone of the cyclic random process, by the

function of (7): following dependence:

F, s X3l ) = N
b (et &, (r)=3&,(¢)t0OW,.OmOZ.  (21)
=1

N k
= F, yeres X3l seeesl Iy (t;), (12 .
IZ_} ,Z_‘i k. (xl et ")EI;! W, ( J) (12) The domains of zones and cycles of the process
' ' %ON with a zone cyclic structure are satisfied by the
’ following relation'
. . N
where {Fkéil‘..é.k (xl,...,xk ,ti,...,tk)} is a set of W, U o UUW,, =R, W, 20,

. . L . . 0Z j=1
k -dimensional distribution functions of the vect8).( S

Definition 3 A cyclic random process with a zone W, ﬂW =01 #h (22)
temporal structure is called a cyclic random preces A zone structure of a cyclic random process is

{E(@[),MDQ,ZDR} with a function of rhythm given by the set of time points corresponding te th
beginning of cyclic process zones:

T (2,n) that can be represented as [8]:
é(wr)= Y &, (@) w0Q,(OR, @3 D=7 {mw’”DZJ-lN}' iy =y, OMBDZ. (23)
mOZ

If the cycle is the smallest zone of a cyclic ramdo
where &, () corresponds to then -th cycle of a process, the zone-temporal (segmental) structuyebma

cyclic random process, which is calculated as: defined through its cycled, :{tm, m DZ} i
&n(wt)=&(wt)ly (1) mOZ,w0Q,tOR; (14)
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Figure 2 — Implementation of the cyclic random proess and its discrete rhythm function

It can be easily shown that a discrete function afumerical cyclical functions with the same rhythm
rhythm T(,m,j,n), which is enclosed in a continuousfunctions equal to the function of rhythfﬂ(t,n) of a

, . lic process, i.e.
one T (1,n) can be defined by a given set of zone§Y°©
beginnings, namely: Iw, (1) =1y, (HT(I’”))* Iy, (=2 Iw, (1),

mUZ
T(t, . .n)=t,,,:—t,; O0mnOZ. (24) _
(. ) s W, =W, /=LN,n0Z, (OR. (27)
If the cycle is the smallest segment (zone) of a iz

cyclic random process, a discrete function of rhytls

defined by the points of the beginnings of random If_T(_t’ n)= r_ﬂ—’ = |d_err, we have a stochastically
process cyclesz(a),t): T -periodic partially stationary random process or a

stochastically T -periodic process with distortions. In
T(tm’n) :tm+n

—t,,O0mn0Z. (25)

Thus, the information about beginnings of cyclicthIS case,
rocess segments (zones) enables us to identify jts . . N . . .
giscrete rhygthmic stEucture) the information whiishfy periodic deterministic functions with the peridd>0

. , ) ) in a structure (26), i.e.
contained in a discrete function of rhythih(tmﬁj,n),

indicator l‘unctioni{lw (1), j=1,N} are

which is enclosed in a continuous function of rimyth lw, (t)= lw, (t+nT),j=1N, n0Z, 1OR. (28)
T(t,n) of a cyclic random process of a continuous  This class of processes is characterized by the fac
{hat it combines the properties of stationary ramdo
processes (probabilistic characteristics do nohgbaat
Sertain intervals of a parametric set by changing t
origin of the process) and the property of nonstetiity
(the random process is generally nonstationaryathier
cyclical during the whole time domain).

argument. The example of electrocardiosignal ard i
rhythm functions implementation are shown in Fig2re
Let us define two important subclasses of a cycli
random process with zone-temporal structure — cgtli
and periodic partially stationary stochastic preess
Definition 4. A cyclic random process with a

rhythm function 7'(z,n) is called a cyclic partially The problem of segmenting the cyclic random

stationary or a cyclic random process with distorsiif  process with a segmental structure

it can be given in the following form Based on the mentioned mathematical models of
N cyclical random processes with zone time structuee
5(‘*’:1):25; (WJ)IW, (r)= can formulate a general problem of segmentation of
= these processes.
(26) : :
_ N The problem of segmenting a cyclic random
- ZD:ZZ;EJ(“U)IW“, (t) wbQ, tUR, process consists in calculating an unknown set
mUZ j=

_ ) _ D.=i1,,,m0Z j=LN}, that is, a set of time
where{&; (w1), j=LN} is a vector of stationary and ’

reference points of segments-zones in their respective
segments-cycles of a cyclic random process, or
indicator functions{lw ([) j :L—N} is a vector of calculating partition of the domain of the cyclandom

stationary associated random processes, a set

ISSN 2311—1399. Journal of Hydrocarbon Power Engin  eering. 2016, Vol. 3, Issue 1 33



I. V. Lytvynenko

in other cycles of a random process, as the fumaifo

process W:{Wm,j,mDZ,j:L_N}. It should be

rhythm T(tm’j,n) is usually unknown during the

noted that splitting into segments is not enoughtlie  process of segmentation.

problem of segmentation. It is necessary thaethere One of the possible approaches to addressing the
fulfilled the conditions of isomorphism relativethe cyclic random process segmentation is the approach
order of reference points, which correspond to thgeveloped in manuscript [1], which is dedicated to
segments, and the equality of attributes of segsnerdegmentation and electrocardiosignal. This worksdea
reference points [5]. with the existence of stationary segments-zonesagh

Dty oty jorest ot > by s cycle of the studied signal using nonparametritisiies
o — (33), which responds to the time points of abruatnge
tOW,mOZ,j=1N; (29) ©f probability characteristics (expectation). Thevas

2) P&ty 1) = P(Se(ty 141)) = A, made prior segmentation and time reference poifits o

L — segments-zones were specified:
tOW,w0QmOZ,j =1,N, L L X

where A is a set of attributes, for example, the attribute S() :7wa(k)—ﬁ > &k,

is the equality of values of all single-phase refiee k=1 k=i

points, that the following condition is fulfilled [=L,K-1, k=LK, (33)
SO =f(+T(t,n),tDW,mUZ that the attribute is where S(/) is the value of statistics at a discrétéime

the equality of value( f(¢)) = f(¢). point; K is the number of reference points of the
registered signal implementatiod; (k) is the value of

Approaches to the problem solving of 4 giscrete signal implementationlattime point.
segmenting the cyclic random process with a For testing this approach there were made
segmental strucltureh . inal hod statistical experiments of segmenting cyclical ipéyt

In general, t ere Isn't a single mgt 0 (Orstationary random processes with a cyclic structure
methodology) for solving the problem of cyclic ramad Based on the statistics (33) we have received

progfsses segme.ntahtmr;a ll)t ISI o_l]ifﬁgult to _f;olye; t information on the reference points of segmentsesyc
problem because it should be clarified, specifiguiari 5,4 segments-zones, which is used to evaluate the

information on the probability characteristics dfet ¢\ tions of rhythm. The results of this segmentati
random cyclic process in each case, in particulal, o chown in Figureé 3.5

informed about the features the probabilistic : .
characteristics of the process at reference poitigh Figure 3a shows the statistics resporfs@) to

correspond to the beginnings of its segments. lset §udden changes of the expected value (time pdiats t
consider the approaches to formulating the mettugds correspond to the limits of segments-zones of this
cyclic random processes segmentation. process). The extremes of statisti§§/) are used for
calculating a plurality of time points
The approach to cyclic random process — _ _
segmentation (stochastic periodic process with zone  D: :{tm,j’mzl’?)’j: 1,2} which  correspond  to
temporal structure) including partially stationary o ) _ .
process. beginnings of j -zones in respectiven cycles of a
It should be noted that in case of stochasticyclical partially stationary random process. Havin
periodic process segmentation with the zone timeceived information on the segmental structuregze
structure, including partially stationary proce#s,is —
enough to single out segments-zones only withimits t€mporal structure)D, :{tm,j’ m=13,j=12 } we
cycle, and all the other segments in other cyctes e ] )
calculated if we know the time period@ using the define the function of the7'(+1) based on the
following formula: correlations (24), (25) and (31) (Fig. 3b).
toen | =tm;+NT,0On0Z, T>0, i=1L,N. (30) Figure 4 presents the result of segmenting a cyclic

. . partially stationary stochastic process with staiy
The period7" can be calculated by the following segments at the cycle. In this case, the defined
formula ’

m=1, ,j=1,2} of time

m,j?

T =t e by (31) segmental setD. ={t

The approach to segmenting a cyclic random  points that correspond to the beginningsjoéegments-
process with azonetemporal structure ~zones in their respective: segments-cycles of a cyclic

When segmenting a cyclic random process with gartially stationary stochastic process contaireyeles
segmental structure, splitting its one cycle intQuith two zones in each cycle. This approach canses
segments-zones is insufficient because the equality  for segmentation, e.g. a speech signal with its

{ =1, +T (zm’j,n), OnOZ,T >0,/ =1,N,(32) mandatory pre-treatment.

mtn,j =

arising out of the equality (24) cannot be applied
calculating the time reference points of segmeotes
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Figure 3 — Cyclic partially stationary random process
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Figure 4 — Cyclic partially stationary random process
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Figure 5 — Cyclic random process with stationary sgments
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NMpo6nema cermeHTauii LLMKNiYHOro BUNaaKoOBOro npouecy
i3 CerMeHTHOIO CTPYKTYpPOH Ta NiAxoamn Ao ii BUpilLeHHA

A.B. Tumeunenko

TepHoninbcokuli HayioHanbHUll mexuiunul yHieepcumem imeni leana Ilynos,
eyn. Pycoka 56,m. Tepuoninw, Yrpaina, 46000

Posrmsimaetsest mpobrieMa cerMeHTalii (pO3OHUTTS CHUTHATY HA XapaKTepHi AUISHKH, CEIMEHTH) LHUKIIYHOTO
BUIIaJIKOBOTO IIPOLIECY i3 CETMEHTHOIO CTPYKTYPOIO.

3anponoOHOBAaHO PSA MMIAXOIB J0 BUPIMIEHHS NPOOJEMH CETMEHTAIlil IUKIIYHOTO BHUMAJKOBOTO MPOIECY,
30KpeMa, MUKIIYHOIO Ta TEePiOAMYHOTO0 KYCKOBO-CTAI[iOHAPHUX BHUMAJAKOBHX TMporeciB. HaBeaeHo mpukiIanu
CerMeHTallii 3MOJICIbOBAHUX Ta PEATbHUX CUTHAIIIB.

PesynbpraTi MOXYTh OyTH BHKOPHCTaHi B aBTOMAaTH30BAHMX CHCTEMaX OOpOOKH (IiarHOCTHKH Ta MPOTHO3Y)
€JICKTPOKAPAIOCUTHAIIB, IUKITIYHAX €KOHOMIYHHX TPOIlecax, Mpolecax ra3oCroXKUBaHHSI Ta €HEProCIOKUBAHHS,
npoLecax A1arHOCTUKH MTOBEPXHI PeIbeOYTBOPEHb CyYacCHUX MaTepiaiB.

Kiro4oBi cnioBa: 30nna uacosa cmpykmypa, ceemenmayis, YukiivHuil 6unaokosuti npoyec.
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